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Abstract

Recently, fake news forgery technology has become more and
more sophisticated, and even the profiles of participants may
be faked, which challenges the robustness and effectiveness
of traditional detection methods involving text or user iden-
tity. Most propagation-only approaches mainly rely on neural
networks to learn the diffusion pattern of individual news,
but this is insufficient to describe the differences in news
spread ability, and also ignores the valuable global connec-
tions of news and users, limiting the performance of detec-
tion. Therefore, we propose a joint learning model named
HG-SL, which is blind to news content and user identity,
but capable of catching the differences between true and fake
news in the early stages of propagation through global and
local user spreading behavior. Specifically, we innovatively
design a Hypergraph-based Global interaction learning mod-
ule to capture the global preferences of users from their co-
spreading behaviors, and introduce node centrality encoding
to complement user influence in hypergraph learning. More-
over, the designed Self-attention-based Local context learn-
ing module first introduce spread status in behavior learning
process to highlight the propagation ability of news and users,
thus providing additional signals for verifying news authen-
ticity. Experiments on real-world datasets indicate that our
HG-SL, which solely relies on user behavior, outperforms
SOTA baselines utilizing multidimensional features in both
fake news detection and early detection task.

Introduction
Serious cases of spreading fake news (Grinberg et al. 2019;
Vosoughi, Roy, and Aral 2018) have posed a significant
threat to social stability and even national security, aggra-
vated the urgency of developing efficient detection methods.

Classical fake news detection approaches are mainly
based on the semantics or styles of news content (Vlachos
and Riedel 2014; Wu et al. 2020a). However, given that fake
news is deliberately fabricated to mislead consumers, such
methods are difficult to identify well-disguised fake news.
Therefore, recent researches tried to complement the content
features with relevant comments (Shu et al. 2019; Wu et al.
2020c), participants’ attributes (Monti et al. 2019), social
networks (Min et al. 2022) and propagation structures (Shu

∗Corresponding author.
Copyright c© 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

et al. 2020b; Ma, Gao, and Wong 2018). While such strate-
gies enhanced the effectiveness of detection, they will in-
evitably be fooled by the glorified identities of social robots
or the instructive fake comments given by malicious manip-
ulators (Figure 1). (Allcott and Gentzkow 2017).
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Figure 1: Illustration of global and local user spreading be-
havior, fake objects and abnormal users are highlighted in
red. The abnormal user u2 tricks a normal user u4 to spread
the fake news dj , and u5 cooperates with u2 to make fake
comments, further causing confusion.

Compared with methods involving text or user attributes,
deceiving a spreading behavior-only model requires disturb-
ing the holistic propagation patterns involving many ordi-
nary users, which makes such methods theoretically robust
(Rosenfeld, Szanto, and Parkes 2020). Recently, a series of
models that only rely on propagation have been proposed,
such as PPC (Liu and Wu 2018), Pattern-driven approach
(Zhou and Zafarani 2019) and WL graph kernel (Rosenfeld,
Szanto, and Parkes 2020). However, most of them are proved
to be not competitive in detection. We summarize the follow-
ing possible reasons:

First, few models learn the connections of news and users
from a global perspective, which limits the learning of user
identities and preferences. Generally, there are differences
in the behavior patterns of ordinary users and special ac-
counts (e.g., bots) (Orabi et al. 2020), and given that users’
attributes can be faked, it is reasonable and more stable to
learn their identities through behavior. In addition, learn-
ing the global behavior of users also helps to reveal their
preferences on content (individuals tend to believe infor-
mation that confirm their existing cognitions) (Allcott and
Gentzkow 2017) and environment (credibility of the infor-



mation to the individual will increase if others, especially
the trust-worthy one tend to believe it) (Dmj et al. 2018),
thus providing supplementary clues for fake news detection.

Second, propagation-based methods often rely on neural
networks for feature learning (i.e. RNNs for sequence learn-
ing and GNNs for structure learning). However, neural net-
works pay more attention to feature transformation and ag-
gregation, but incapable of capturing the status of propaga-
tion itself, such as speed and breadth that reflect the propaga-
tion ability of news. While Vosoughi et al. (Vosoughi, Roy,
and Aral 2018) proved that spread status do reflect the dif-
ference between true and fake news, they demonstrated little
the effectiveness of these properties for fake news detection.

To solve the above issues, we propose a novel model that
jointly learns the user spreading behavior at global and local
levels, and introduces complementary encodings to enhance
the learning ability of neural networks, thus obtaining more
discriminative representations of true and fake news. Specif-
ically, instead of referring to the previous strategies based on
heterogeneous graphs (Yuan et al. 2019) or weighted union
graphs (Tu et al. 2021), we introduce Hypergraph to describe
users’ Global interactions (HG). Since each hyperedge can
link an arbitrary number of entities, hypergraph helps to
simultaneously learn users’ preferences. In Self-attention-
based Local context learning module (SL), we highlight the
local context under a specific news through multi-head self-
attention mechanism, and with the spread status encoding,
our model can simultaneously gain insight into the propaga-
tion ability of users and news during the learning process.
The main contributions of our work are as follows:
• We propose a novel fake news detection model that

jointly learns the global and local user spreading behav-
ior through Hypegraph Neural Network and Multi-head
Self-attention, and demonstrate that the propagation pat-
terns without texts and user profiles can provide powerful
signals for revealing news veracity.
• We are the first to introduce the spread status of news

in neural network training process, which highlight the
propagation ability of news and users, and further en-
hance the descriptive ability of neural networks.
• Experimental results on two real-world datasets show

that HG-SL significantly outperforms previous state-of-
the-art detection methods. Moreover, as a robust model
using fewer features, HG-SL enables efficient and stable
detection in the early stage of propagation.

Related Work
The fake news detection task aims to distinguish whether a
news spread on online social platforms is fake based on rel-
evant information, such as news content, users’ comments,
participants’ identities, propagation patterns, etc.

Early approaches focus on linguistic differences. Be-
sides shallow features (Kakol, Nielek, and Wierzbicki
2017), news semantics (Wu et al. 2020a), style (Gröndahl
and Asokan 2019), and sentiment (Giachanou, Rosso, and
Crestani 2019) have also been explored. However, fake news
is designed to mimic the real one, and as the forgery technol-
ogy improves, the detection effect of such methods becomes

weak. Therefore, other relevant texts have been considered
in recent studies. For instance, dEFEND (Shu et al. 2019)
and DTCA (Wu et al. 2020c) develop sentence-comment
network to exploit semantic conflicts of news contents and
user comments; EHIAN (Wu et al. 2020b) tries to find evi-
dence from news and relevant articles. These strategies en-
hance the interpretability and stability of detection, but may
still suffer from interference from bot accounts (Gilani et al.
2019) and ”alternative media” (malicious websites that fre-
quently release false or highly biased posts (Starbird 2017)).
In addition, users’ biases against content and other users
also inevitably bring noise to such methods as they may lead
users to express inaccurate opinions.

In view of the differences in the spread of fake and real
news, propagation features have been utilized to enhance
detection (Shu et al. 2020b; Zhou and Zafarani 2019; Liu
and Wu 2018; Bian et al. 2020). Vosoughi et al. (Vosoughi,
Roy, and Aral 2018) analyzed the spread of news reports
on Twitter and found that falsehood diffused significantly
farther, faster, deeper, and broader than the truth in all
fields, even though the statistical indicators they summa-
rized proved to not perform well on the detection task
(Rosenfeld, Szanto, and Parkes 2020), their findings at-
tracted researchers’ attention to the propagation mode of
ture and fake news. Zhou et al. (Zhou and Zafarani 2019)
then concluded four patterns to reflect the nature of fake
news, namely More-Spreader, Further-Distance, Stronger-
Engagement and Denser-Network. Rather than relying on
handcrafted features, PPC (Liu and Wu 2018) models the
propagation as multivariate time series, and only relies on
the attributes of participants. Instead of using RNNs, Bian et
al. (Bian et al. 2020) designed a Bi-GCN model to model the
bidirectional propagation trees. GCNFN (Monti et al. 2019)
utilizes users’ profiles to supplement the comment embed-
dings, and UPFD (Dou et al. 2021) further captures the his-
torical posts of users to represent their endogenous prefer-
ences. The effectiveness of this type of approach is undeni-
able, but its high demands on data cannot be ignored.

Compared to methods that consider news content or the
identities of associated users, models based on propagation
alone appear to be more stable, as they are less likely to
be cheated by fictitious texts or identities. Rosenfeld et al.
(Rosenfeld, Szanto, and Parkes 2020) designed a Weisfeiler-
Lehman graph kernel that is blind to text, user and time, and
proved that topologically encodings of cascades provide rich
clues for predicting news credibility. However, since such
model relies on fewer features, its detection performance
still lags behind models using multi-dimensional features.

Problem Formulation
We let D = {d1, d2, ..., dm} to represent the news set, m is
the total number of news. The collection of users participat-
ing in news propagation is denoted as U = {u1, u2, ..., un}.
For global learning, we construct a hypergraph G = (U,E)
to describe users’ global interactions at the news level, E
represents the set of hyperedges. Each hyperedge ej con-
nects all users that tweet or retweet the j-th news dj . For
local learning, we define the propagation cascades and se-
quences of news D as C = {c1, c2, ..., cm} and S =



{s1, s2, ..., sm}, separately. cj = {cj,1, cj,2, ..., cj,k} rep-
resents the propagation cascades of dj , which contains one

or more propagation trees cj,p =
{
(ui, L

j,p
i , Ij,pi )|ui ∈ U

}
,

we use Lj,pi and Ij,pi to denote the depth and the number
of child nodes of user ui in cj,p, thus preserving the struc-

tural features. sj =
{
(ui, t

j
i )|ui ∈ U

}
represents the prop-

agation sequence of news dj , t
j
i indicates the timestamp

of ui spreading dj . Each news dj is assigned with a label
yj ∈ {0, 1}, if news dj is fake, yj = 1, otherwise yj = 0.
The task of our work is to predict the label of dj by learning
the hypergraph G, cascades cj and sequence sj .

The Proposed Model
The overall architecture of HG-SL is shown in Figure 2. In-
stead of directly using user attributes for preferences learn-
ing (Monti et al. 2019; Liu and Wu 2018), which may be dis-
turbed by fabricated identities, we construct global propaga-
tion hypergraph to capture users’ preferences more robustly
from their behavior patterns. With the addition of node cen-
trality encoding, the global influence of users will be high-
lighted. Since the local propagation context cannot be ob-
tained by graph learning, multi-head self-attention modules
with spread status encoding are designed to learn local news
propagation from structural and temporal aspects respec-
tively, then the two embeddings are combined by gated fu-
sion for a more comprehensive expression.

Hypergraph-based Global Interaction Learning
The bot-like signs and preferences of users can be reflected
from their behaviors and connections, which imply the cred-
ibility of users and provide valuable clues for fake news de-
tection. Therefore, we construct a hypergraph to describe
the global co-spreading behavior of users, and utilize Hyper-
GNN and node centrality encoding for hypergraph learning.

Node Centrality Encoding Graph models always empha-
size the transformation and aggregation of node attributes,
resulting in the loss of the structural characteristics of nodes.
As a strong signal to measure the global importance of users
in network, node centrality is introduced to enhance the
learning ability of neural network. Since centrality indica-
tors on simple graphs such as degree centrality and close-
ness centrality do not apply to hypergraphs, we define the
activity degree as the centrality of user in hypergraph since
active users provide richer information:

Activity degree: the total number of hyperedges that the
node ui participates in: Acti = |Ei|, where Ei is the set of
hyperedges containing node ui.

To incorporate the centralities into the training process
of Hyper-GNN, we use a embedding function to gener-
ate centrality vector Ceni from the activity degrees, which
will be directly added to the original embedding to obtain
x0i = xinii + Ceni, the initial embedding xinii is randomly
initialized from normal distribution.

Hypergraph Neural Network (Hyper-GNN) We use a
hypergraph neural network with two-stage aggregation to

model the global behavior of users. Note that the hyperedge
itself does not contain any features, it is only used to assist
node aggregation, i.e. we do not learn the content of news.

Nodes-to-edge Aggregation. For each hyperedge ej ,the
first step of Hyper-GNN aims to learn its representation aj
by aggregating the embeddings of all its connected nodes:

alj = σ(
∑
ui∈ej

1

|ej |
W1x

l−1
i ) (1)

where σ is the activation function ReLU, W1 ∈ Rdd×dd is
the trainable weight matrix, dd is the dimension of embed-
ding, l is the layer of Hyper-GNN.

Edges-to-node Aggregation. Then we train another ag-
gregator to integrate all hyperedges Ei participated by node
ui to update the representation of node ui:

xli = σ(
∑
ej∈Ei

1

|Ei|
W2a

l
j) (2)

where σ is activation function ReLU, W2 ∈ Rdd×dd is
trainable weight matrix. After the two-stage aggregation,
the updated representation of node ui contains not only its
own information, but also the information of nodes that have
shared news with it, which reflects its global preference.

Self-attention-based Local Context Learning
Hyper-GNN focuses on the global relations of news and
users, but it is uncapable to describe the internal context un-
der a specific news. Therefore, we integrate the spread status
into two multi-head self-attention modules to learn the local
representation of news from structural and temporal aspects.

Local Temporal Learning The details of temporal learn-
ing are illustrated in Figure 3. Temporal encodings of users
and sequence are introduced as complement before and after
self-attention learning, respectively.

Temporal encoding of users. We preserve the timestamp
tji of each user ui participating in the sequence sj to re-
flect the time differences between participants, and utilize
a embedding function to generate vector tuji,1 for the times-
tamp. Since the timestamps are not continuous, we use the
absolute order of participation as position information for
the training of self-attention, and encode it as tuji,2. The
above two embeddings will be directly added to xi to ob-
tain temporal-aware representation of news dj :oT

′

j = [(xi+

tuji,1 + tuji,2)|ui ∈ sj ].
Multi-head Self-Attention Based on the outstanding per-

formance of self-attention mechanism in sequential tasks,
we apply multi-head self-attention module to learn the lo-
cal context of propagation. The basic learning process is:

Att(Q,K,V) = softmax

(
QK

′′√
dd/H

)
V (3)

whereH denotes the number of attention heads, K
′′

is trans-
pose of K. The learned representation hTj is calculated as:

hTq,j = Att
(
oT

′

j WQT
q ,oT

′

j WKT
q ,oT

′

j WV T
q

)
hTj =

[
hT1,j ;h

T
2,j ; . . . ;h

T
H,j

]
WT

O

(4)
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Figure 2: An overview of the architecture of HG-SL which consists of three major components: (1) Global interaction learning
module uses hypergraph neural networks and node centrality encoding to learn the global relations of users, (2) local structural
and temporal features are learned in local context learning module through multi-head self-attention mechanism and spread
status encoding, and (3) in fusion & detection module, news propagation representations from structural and temporal aspects
are merged for detection through gated fusion mechanism.
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where WQT
q , WKT

q , WV T
q and WT

O are learnable matri-
ces. Then we use a feed forward network (two layers fully-
connected neural network) to obtain the learned sequence
embedding, and take the mean value as the finally oTj :

oTj = MEAN(WA2σ
(
WA1(h

T
j )

′′
+ b1

)
+ b2) (5)

in which σ is the activation function ReLU, WA1
and

WA2
are learnable matrices, b1 and b2 are bias parameters.

Temporal encoding of sequence. Since the duration of
spread (tsj,1) and the average response time from tweet to
retweet (tsj,1) help to reflect the propagation speed of news
dj , we take the above two features as sequence-level tem-
poral features. Given that the above features are of numeri-
cal float type, we directly concatenate them as complemen-
tary features to the sequence representations learned by self-
attention (oTj ). Finnaly, the time-aware representation of

news dj is denoted as ZTj = [oTj , tsj ] ∈ Rdd
′

, dd
′
= dd + 2

is the updated dimension.

Local Structural Learning Similar to temporal learn-
ing, we train another multi-head self-attention module with
structural encodings to obatin structure-aware local news
representation.

Structural encoding of users. The number of retweets
caused by user ui in sub cascade cj,p is indicated as struc-

tural feature at the user level to hightlight the local impor-
tance of ui. Moreover, the depth of ui in cj,p will be pro-
vided as position information to the self-attentional learning
process. We use two embedding functions to generate struc-
tural embeddings suj,pi,1 and suj,pi,2 from the user importance
and position, respectively. They will be directly added to the
embeddings xi to get oS

′

j = [(xi+su
j,p
i,1 +su

j,p
i,2)|ui ∈ cj,p].

Structural encoding of cascades. Given that a news dj
may generate multiple cascades in propagation, we use the
number of sub-cascades in cj (scj,1), and the proportion of
non-isolated cascades scj,2 to represent the breadth and at-
tractiveness of news propagation, concatenate them with the
news cascades representation learned by the multi-head self-
attention module (oSj ), and finally obtain ZSj = [oSj , scj ].

Fusion & Detection

Gated Fusion To incorporate the learned structural and
temporal local propagation features for a more expres-
sive representation, we introduce a gated fusion mechanism
which adaptively combine the two representations as:

Zj = gZSj + (1− g)ZTj

g =
exp(Wgσ(WrZ

S
j )

exp(Wgσ(WrZT
j )+exp(Wgσ(WrZS

j )

(6)



Datasets PolitiFact GossipCop
# Fake news 157 2,732
# Real news 157 2,732
# Users 28,049 65,064
# Spreads 36,481 291,043
Avg. # Participants / News 116 53
Max # Participants / News 759 195
Min # Participants / News 1 1

Table 1: Statistics of datasets used in our experiments

where Wg and Wr are the transformation matrix and vector
for attention respectively, σ is the activation function tanh.

Fake News Dectection Finally, the Softmax function is
used to calculate the probability that news dj is fake:

ŷj = softmax(WpZj + bp) (7)

where Wp is the transformation matrix, and bp denotes the
bias. Training data with real labels are used to minimize the
cross entropy loss:

J (θ) = − 1

m
(

m∑
j=1

yj log (ŷj) + (1− yj) log(1− ŷj)) (8)

in which θ represents all parameters that need to be learned.
yj = 1 means news dj is fake, otherwise yj = 0.

Experiments
To validate the effectiveness of our proposed HG-SL model,
we conduct extensive experiments on real datasets to answer
the following research questions:

• RQ1. How does the proposed HG-SL perform on the
fake news detection task compared to previous works?

• RQ2. Can HG-SL identify fake news at the early stage
of propagation?

• RQ3. What are the contributions of jointly learning and
other components to the performance of HG-SL?

Datasets
Following the previous works (Shu et al. 2020b; Dou et al.
2021), we utilize the public fake news detection data repos-
itory FakeNewsNet (Shu et al. 2020a), which consists of
news data related to two fact-checking websites: GossipCop
and PolitiFact. News in PolitiFact mainly involves politi-
cal topics, while GossipCop mainly includes entertainment
news. The original datasets include rich information such as
the text of news, user tweet, retweet and comment behavior,
and the timestamps of users’ engagements. Given that our
model aims to find differences in propagation patterns be-
tween true and fake news, we only choose the structural and
temporal information of users’ tweets and retweets behav-
ior for feature learning (i.e. positions and timestamps). The
statistics of the sampled datasets are listed in Table 1.

Baselines
We compare HG-SL with the following detection methods:

• GRU(Ma et al. 2016): a RNN-based model that learns
temporal patterns from propagation sequence.

• PPC(Liu and Wu 2018): uses recurrent and convolu-
tional networks to learn users’ attributes and propagation
paths to detect fake news.

• CSI(Ruchansky, Seo, and Liu 2017): employs LSTM to
encode the news content, and utilizes the group behavior
of users who propagate fake news for detection.

• BiGCN(Bian et al. 2020): leverages a top-down and a
bottom-up GCN to learn the patterns of rumor propaga-
tion and rumor dispersion, respectively.

• GCNFN(Monti et al. 2019): encodes the directed news
propagation graph through extended GCN, and takes the
comment and profile information as the user feature.

• GLAN(Yuan et al. 2019): models the relationships
among source tweets, retweets, and users as a heteroge-
neous graph to capture the rich structural information.

• UPFD(Dou et al. 2021): learns user preferences through
their past engaged posts, and combines content with
graph modeling.

• HPFN(Shu et al. 2020b): classifies news through ma-
chine learning classifiers and the extracted propagation
features from structural, temporal, and linguistic aspects.

Evaluation Metrics and Parameter Settings
As a binary classification task, the accuracy (Acc.), preci-
sion (Prec.), recall (Rec.) and F1 score are adopted for eval-
uation. Our experiments are conducted on a GPU device (12
GB GeForce GTX 2080Ti). For each dataset, we randomly
choose 20% of the news for training, 10% are used for vali-
dation, and the remaining 70% are held to evaluate the model
performance in the test phase. The maximum number of
user engagements is set to be 200. Due to the data limita-
tion, for GRU, CSI, BiGCN, GCNFN and GLAN, we only
leverage user profiles provided in (Dou et al. 2021) as user
features. In terms of UPFD, we utilize the embeddings of
users’ past engaged posts as their features. We preserve the
model settings as provided in original papers. For our pro-
posed HG-SL, we implement it in PyTorch and adopt Adam
as the optimizer. For the Politifact dataset, we need to train
for 200 epochs, while the Gossipcop dataset only needs 20
epochs to achieve optimal performance. The learning rate is
set to be 0.001, the dropout rate is 0.5 and the batch size
is 64. The dimension of user and news embedding d is set
to be 64. We tried {1, 2, 3}-layer Hyper-GNN to learn the
global hypergraph and found that a single layer Hyper-GNN
is sufficient to capture the critical connections with the two-
round aggregation strategy. The number of heads H used
in multi-head self-attention is set to be 8, which adjusted in
{2, 4, 8, 12, 16}. We ignore the analysis of hyperparameters
due to page limitations.

Performance Comparison (RQ1)
We compare HG-SL with the baselines on two public
datasets, the results are shown in Table 2. Specifically,
we can observe that: (1) Our model achieves an accu-
racy of 90.05% on Politifact dataset and 98.04% on Gos-
sipcop dataset, respectively, which are 5.7% and 0.95%



Method Considerations Politifact Gossipcop
Text Temp. Stru. User Local Global Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

GRU X X X 62.73 63.82 61.30 60.98 78.92 82.33 78.57 80.36
PPC X X X 64.21 64.56 61.07 62.82 90.38 90.33 91.10 90.71
CSI X X X X X 75.33 83.36 74.20 75.82 78.20 82.34 78.32 80.89
BiGCN X X X 78.83 80.39 76.26 78.71 89.02 92.79 84.81 88.97
GCNFN X X X X 82.35 86.85 76.80 82.24 95.61 94.40 97.02 95.59
GLAN X X X X X 82.34 84.68 83.59 84.13 95.52 94.63 93.29 93.96
UPFD X X X X X 84.31 87.14 81.03 84.25 97.09 96.91 97.31 97.07
HPFN X X X X 75.63 71.46 85.40 77.80 86.39 85.66 87.41 86.53
Ours X X X X 90.05 92.30 88.61 89.93 98.04 98.40 97.68 98.01

Table 2: Performance comparison of our proposed HG-SL with baselines (%).

higher than the second best model UPFD. The outstand-
ing results indicate that our strategy to jointly learns the
global and local user spreading behavior can effectively cap-
ture the difference between true and fake news. (2) Of the
three approaches that focus on temporal feature while ig-
noring propagation structures (GRU, PPC and CSI), CSI an-
alyzes both content and user behavior, and thus performs
better on Politifact dataset with insufficient data. More-
over, the PPC model relying on user features outperforms
the content-based GRU model on both datasets, proving
the importance of user behavior information in detection.
(3) GLAN, BiGCN, GCNFN and UPFD are propagation
structure-based approaches, among them, GLAN combines
local text features and global propagation features, so it out-
performs BiGCN that only learns local propagation trees.
In addition, GCNFN and UPFD optimize the text embed-
ding and graph learning strategy and thus achieved slightly
better results than GLAN. UPFD additionally introduces the
user’s historical preference as a global endogenous feature,
thus achieving best performance among baselines (84.31%
and 97.09% respectively). (4) The feature engineering-based
method HPFN calculates the propagation features from con-
tent, temporal, and structural aspects, and achieves the accu-
racy of 75.63% and 86.39% on two datasets, even better than
some deep learning models, which strongly demonstrates
the effectiveness of spread status information for detection.

Early Detection (RQ2)
Early detection aims to identify fake news as early as possi-
ble, thereby minimizing the impact of fake news. We define
two early detection scenarios: limiting the number of user
engagements (tweets /retweets) and limiting the detection
deadline, and carry out comparative experiments to further
prove the effectiveness and stability of our model.

The impact of limitation of user engagements Refer-
ring to Fig. 4, we observe that the detection accuracy of
all models on two datasets increases steadily with the ad-
dition of engagements, and HG-SL always gets the highest
score. It is worth noting that our model can reach accuracies
of 77.37% and 93.28% on Politifact and Gossipcop datasets
with only the first 10 engagements, which already exceeds
the best performance achieved by GRU, PPC and CSI using
200 engagements, demonstrating the effectiveness of com-
bining the global and local propagation features.
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Figure 4: Performance comparison under different maxi-
mum engagements (tweets/retweets).

The impact of detection deadline Unlike early detection
scenarios that limit the number of user engagements, limit-
ing detection deadlines allows faster-spreading news to con-
tain more training data. The relationships between the detec-
tion deadline and the average number of user engagements
on the two datasets are shown in the Fig. 5(a) and 5(c). Note
that although the overall average number of engagements in
Politifact (116) is much higher than that of Gossipcop (53),
the news it contains spreads more slowly, with an average of
only 9.49 engagements per news in the first 4 hours, and only
38.18 engagements at 36 hours, compared to 22 and 41.18
on Gossipcop. This predicts that the detection on Gossipcop
will achieve stability faster. Referring to Fig.5(b) and 5(d),
HG-SL using less than 4-hour data (79.85%) to outperform
the best baseline UPFD using data in 24 hours (78.53%) on
Politifact. In terms of Gossipcop, HG-SL taking only the
first 4 hours of data (95.27%) even exceeds HPFD’s detec-
tion performance at 36 hours (95.21%), indicating the effec-
tive early detection performance of our model.

Ablation Study (RQ3)
We conduct ablation studies over the different parts of HG-
SL to investigate the contribution of submodules, the results
are reported in Table 4. The variants are designed as:

- HG ignores global learning and removes Hyper-GNN
and global centrality encoding .

- SL ignores local learning and removes self-attention
modules and spread status encoding.

- Structural SL ignores local structural learning.
- Temporal SL ignores local temporal learning.
- Node centrality E removes global centrality encoding.
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Figure 5: Performance comparison with different detection deadlines

Encodings
Politifact Gossipcop

Fake Real P-value Fake Real P-valueMin Max Avg Min Max Avg Min Max Avg Min Max Avg

Stru. SC1 1 282 79.4 1 450 62.7 0.05 1 173 26.1 1 187 60.6 0.0
SC2 0 1 0.17 0 1 0.19 0.30 0 1 0.15 0 1 0.04 8e-198

Temp. TS1 0 3517.6 262.5 0 4143.5 1495.1 3.9e-21 0 3692.6 322.3 0 3555.3 62.7 1.5e-72
TS2 0 1195.1 32.5 0 3355.4 490.2 4.1e-12 0 3692.5 137.9 0 3239.6 21.9 2.9e-34

Table 3: Analysis of statistical spread status features. (p-value less than 0.05 is significant)

Method Politifact Gossipcop
Acc. F1 Acc. F1

- HG 78.73 78.07 96.00 95.97
- SL 85.52 85.43 97.69 97.67
- Structural SL 88.23 88.11 97.80 97.78
- Temporal SL 85.97 85.91 97.83 97.80
- Node centrality E 89.59 89.55 97.72 97.70
- Structural E 88.68 88.65 97.88 97.86
- Temporal E 87.97 87.84 97.85 97.83
- Gated fusion 89.59 89.46 97.97 97.58
HG-SL 90.05 89.93 98.04 98.01

Table 4: Ablation study (%).

- Structural E removes local structural encoding.
- Temporal E removes local temporal encoding.
- Gated fusion replaces gated fusion with addition.
As shown in Table 4, HG-SL generally achieves the best

performance compared to any of its variants, indicating
the rationality of its design. Specifically, the results prove
that: Effectiveness of joint learning: The removal of ei-
ther global learning or local learning significantly degrades
the performance of HG-SL, which demonstrates the ratio-
nality of our joint learning strategy. Specifically, the model
shows the biggest drop in performance after removing the
Hyper-GNN, with a drop of around 11.3% on Politifact and
2% on Gossipcop, which proves that users’ global interac-
tions do help to characterize their preferences. Moreover, the
self-attention mechanism emphasize local context within the
propagation, therefore, the removal of it also has a great im-
pact on results, especially on Politifact, which shows about a
4.5% drop in both accuracy and F1 scores. Effectiveness of
encodings: Removing any encoding degrades the model’s
performance, which demonstrates that introducing spread
status of news and users indeed enhances the learning ability

of neural networks. Furthermore, we conduct an analysis on
the selected statistical news spread status in Table 3 to intu-
itively explain why they are useful. The analysis reveals that
the differences in the spread of true and fake news persist on
different platforms (check the p-values), but the differences
are not always fixed across platforms. To illustrate, Politi-
fact is consistent with the findings of Vosoughi et al., that is,
fake news always spreads faster, farther, deeper, and wider. It
is reflected in our statistics that fake news has shorter spread
period (TS1), faster spread speed (TS2), contains more cas-
cades (SC1) and less independent cascades (SC2) in propa-
gation. However, we observe opposite phenomenon on Gos-
sipcop, which implies why the statistical features are not
very efficient as decisive indicators for detection, but help to
supplement the behavior learning in our model. Effective-
ness of gated fusion: Unlike the addition operation which
simply merges two vectors, our gating function controls the
retaining rate of two vectors through correlation calculation,
thus improving the performance on both datasets.

Conclusion and Future Work
In this work, we propose a novel joint learning model for
fake news detection task named HG-SL. To improve the re-
liability of detection and go beyond the limitations of pre-
vious methods based on unilateral propagation features, we
use Hyper-GNN to embed users’ global relations, and mean-
while utilize multi-head self-attention modules to learn the
local context within a propagation, so as to comprehensively
capture the difference between true and fake news. The in-
troduced global node centrality and local spread status fur-
ther highlight the influence of users and the spread ability of
news. Experiments show that HG-SL can significantly out-
perform SOTA models on fake news (early) detection task.

In the future, we plan to consider other behaviors and the
stances of users to improve the interpretability of detection.
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